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Al
is all about mapping
inputs
and
outputs.



AlphaFold is an Al system developed M
by Google DeepMind that predicts a
protein’s 3D structure from its amino 71
acid sequence. It regularly achieves
accuracy competitive with
experiment.

Input: Output:

Protein’s amino acid sequence Protein’s 3D structure



Source:

https://www.google.com/search?sca_esv=273bce3ac407dff9&sca_upv=18&rlz=1C5CHFA_enUS1109US1109&qg=chatgpt+news&tbm=nws&source=univ&tbo=u&sa=X&ved=2ahUKEw;Y39bQid2|AxXVGtAFHeWVCcQQt8YBKAFEBAGfEAQ&biw=1130&bih=831&dpr=2

OpenAl rolls out Advanced Voice Mode for ChatGPT

a0\ TechRadar

The ChatGPT Advanced
Voice mode rollout is
starting, and you might be...

1 day ago

J% CNBC

OpenAl just launched
advanced voice mode for
audio chats with ChatGPT....

36 minutes ago

Input:

Voice signal

{ Tom's Guide

ChatGPT Advanced Voice
Mode rolling out right now —
here’s what's new

5 hours ago

(® Bloomberg.com

OpenAl Rolls Out New Voice
Assistant to All Paid
ChatGPT Users

9 hours ago

View full coverage -

Output

Text




DALLE 2 - An expressive oil painting of a chocolate chip DALLE 3 - An expressive oil painting of a chocolate chip
cookie being dipped in a glass of milk, depicted as an cookie being dipped in a glass of milk, depicted as an
explosion of flavors. explosion of flavors.

Input: Output:
Text Image

Source: https://openai.com/index/dall-e-3/



| o With Scribenote, you can
The World's First

done in just two clicks.

Al Veterinary
Notes.

Review.

9 %

Input: Output:

Voice signal Text (SOAP Notes)



zoetis ..

Point-of-care > Vetscan Imagyst

ZOETIS DIAGNOSTICS

Imagyst

Transform your clinic with five-in-
one diagnostics

Offering five testing capabilities on a single analyzer, Vetscan
Imagyst® is the first and only Al-powered technology of its kind to
provide specialist-level veterinary diagnostic results within
minutes.!™

Request More Information

Input:

Image

POINT-OF-CARE v

REFERENCE
LABORATORIES

RESOURCES &
-
v WHY ZOETIS? EDUCATION v

Digital Cytology

vetscan
Imagyst

Al Urine Sediment

Al Dermatology

Output:

Text (Diagnosis)

CONTACT

Al Fecal

Al Blood Smear




We’re going to talk
about how Al works -

There are a lot of moving
parts, it’ll all tie together
at the end.



Why? Intuition is
really helpful for

solving problems.

If you want to effectively use
your tools, you need to know
something about your tools.




Why? Intuition IS aaimase

w/ advanced

really helpful for °-

solving problems. ...hanx
If you want to effectively use
your tools, you need to know
something about your tools.



Techniques for Al

Machine Learning

Neural Networks

Deep Learning™ ~

https://en.wikipedia.org/wiki/Artificial_intelligence



Techniques for Al

We — A

ARE:
HERI:

Machine Learning

Neural Networks

Deep Learning

Rules

Source: https://en.wikipedia.org/wiki/Artificial_intelligence



Rules
Py
S
/Co nso

RULE (PATIENT, COUGHING) — FLU

RULE (PATIENT, COUGHING, ELDERLY) — DEATHLY FLU



Techniques for Al

Machine Learning

Neural Networks

Deep Learning

Wi:
ARE:
— HERE:

Source: https://en.wikipedia.org/wiki/Artificial_intelligence



Neural networks are
really good at dealing
with numbers.

How do neural networks
deal with words?



The Foundation of Al Systems!

Yy
A
Plot the words
harmonica on a graph!
¢ This assigns
them

numbers so

the computer

can work with
® cat them!

® dog




The Foundation of Al Systems!

Y
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harmonica = (2, 4)
°

cat = (4,1)

® dog= (5,0.5)

> T
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The Foundation of Al Systems!

harmonica = (2, 4)
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In 2D!

harmonica = (2, 4) y

d(harmonica,cat) = \/(2 —4)2 4+ (4— 1)21 =

L] Y
\
\ g% Y
d(harmonica,cat) N \
\
\ cat=(4,1) .
o d(cat,dog) = /(4 —5)2+ (1 -0.5)2 =1.1
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harmonica= (2,4,8)

o
Z
d(harmonica,cat) d(harmonica,cat) = \/ 2—4)2+@—1)2+(8-3)?
® cat = (4,1,3) 4 Yy 2
® dog

> T



What about 4D?

harmonica = (2,4, 8.6)

d(harmonica,cat)

d(harmonica,cat) = /(2 —4)2+ (42— 1)2+ 8 —3)2 + (6 — 2)2

| J | J | J \\ J
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® [cath =l IES= T Y > o
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Y What about 4D?

harmonica = (2,4, 8.6)
«

d(harmonica,cat) = /(2 — 4)2+ (4 — 1)2+ (8 —3)2 + (6 — 2)2

| J | J | J \U J
Y Y Y Y

o [cat =i 1 39 T Y > o

® dog

> T

N M \\/e can't really visualize higher dimensions, we end up having to project
% down to 2D or 3D. But we can use our imagination, and math tools like
# meshes and nets to understand what's happening up therel



Yy What about 4D?

harmonica = (2,4, 8.6

We have to have some

. way to get these lists...

d(harmonica,cat)

—-3)2+ l—2)?

~ _ ~ > ~ J \\ J

Yy Y Y Y
i W H B

P \\/e can't really visualize higher dimensions, we end up having to project
down to 2D or 3D. But we can use our imagination, and math tools like
P meshes and nets to understand what's happening up therel




How can a neural network help us w/ this?

Neural networks are trying to Eind the
best equation to map inputs
to outputs.

Source: https://en.wikipedia.org/wiki/Artificial_intelligence



How can a neural network help us w/ this?

Neural networks are trying to Eind the
best equation to map inputs
to outputs.

How do they do this?

1. Start with random numbers

2. See how far off output is

3. Update the equation

4. Repeat 1-3 until we're at a minimum!

Source: https://en.wikipedia.org/wiki/Artificial_intelligence



harmonica = (2,4,8.6

Y What about 4D?

x

- We have to have some
way to get these lists... |

Y

We can turn tcxt into input, output pairs and give
it to the neural networlk, and it can make the lists!

Yer a wilzard Harry

Yer[:Jwizard Harry — yer,LiJ
Yer @[wizard] Harry - [a)
Yer a|wizard|Harry -

wizardL[Harry




We can turn tcxt into input, output pairs and give
it to the neural networlk, and it can make the lists!

Input Output

yer 1 0 yer
a 0 1 a

] 0 wizard
wizard 0
Harry 0 0 Harry

0 0
0 .

harmonica 0 harmonica




We can turn tcxt into input, output pairs and give
it to the neural networlk, and it can make the lists!

yer

wizard

Harry

harmonica

Input

8.12

-0.11

0.83

9.79

Output

-0.37

12.5

9.14

-0.25

1.73

1.19

1. Randomly
initialize the
values in the
neural network!
yer
a

wizard

Harry

harmonica



We can turn tcxt into input, output pairs and give
it to the neural networlk, and it can make the lists!

2. Gompare the output of the
NN to the “correct” output

Input Output hased on our text.
- 0
yer 1 0.37 | vyer
[ 1
a 0 ‘\'(// \\\ 8.12 125 | a
\ V‘ll\ (/
)\‘v\"l/i Q\V‘V"i 9.14 wizard 0
wizard 0 Azéé'&{.)\%? -0.11
Sty 4&"& -0.25 0
Harry 0 i,;&wl‘t‘y 0.83 ' Harry
s w
L ‘%’i“"} r'7/"\\\ 9.79 e 0
harmonica 0 ‘ 1191 narmonica




We can turn tcxt into input, output pairs and give

it to the neural networlk, and it can make the lists!
Input Output

yer 1 \ 037 | yer
a 0 ‘l"&%‘\\\( oo (//‘y\” Lol 125 | &
ARy Womtl o ..
wizard 0 4\1(9){/ \\Q}c} -0.11 Q\{Q,/‘\«@c : wizard
i ol Foa
A7 OGN LN 0
Harry 0 ﬁg‘fg&'ﬂ'{l“} 0.83 ig‘}‘w&:\ > ° | Harry
0 f/,;»}‘}{ 7/"\\\ 9.79 &W“%\\l LIE
T EETCR
harmonica 0 191 harmonica

3. Backpropagation: Use those differences from
step 2 to update the values in the neural network!

Source: https://en.wikipedia.org/wiki/Artificial_intelligence



We can turn - - ivn* = 7 Latmwéd saqjrs and give
it to Tx- e closer! Let’s adjust agaifl-- ==ake the lists!

We're a li

2. Compare the output of the
NN to the “correct” output

Input Output based on our text.

yer 1 0121 yer g
a 0 2.13 °3 | a 1
wizard 0 0.18 213 | wizard 0
Harry 0 0.86 011 Harry 0
0 572 0.23 0

harmonica 0 032 | harmonica 0




We can turn tcxt into input, output pairs and give
it to the neural networlk, and it can make the lists!

yer
a
wizard

Harry

harmonica

Source: https://en.wikipedia.org/wiki/Artificial_intelligence

Input

Output

-0.12
\\ 5.3
4‘\"{%‘\\\(/ 2.13
Woe 2.13
S e | -0.18
V@%\;QQV
Potirs S -0.11
O e | 0.86
TieL
ﬁ/l’i“\\ //'\\\ 5.72 Yz
% 0.32

3. Backpropagation: Use those differences from
step 2 to update the values in the neural network!

yer

wizard

Harry

harmonica




We can turn + - in* oy atmmt eairs and give
o in! Let’s adjus o °
it tO Tx=- e alittle closer again! Le cimm=ake the lists!

again again...

2. Compare the output of the
NN to the “correct” output

Input Output based on our text.
- 0
yer 1 0.01 | ver
1
a 0 297 1.13 a
: 0
wizard 0 -0.90 023 | wizard
- 0
Harry 0 1.23 010\ Harry
0 599 0.14 0
. 0.12 - 0
harmonica 0 harmonica




We can turn tcxt into input, output pairs and give
it to the neural networlk, and it can make the lists!

Input Output

yer 1 N\ -0.01 yer
a 0 }Q/‘\\\ S o 113 | a

W] — |
wlzard 0 %}‘&;{.}%& -0.90 0.23 wlzard

S §~%‘& o
Harry 0 DR %"y 123 -0. Harry

RN /43 -

> 41'\\
0 17X\ 0.14
5.99

harmonica 0 0.12 | harmonica

3. Backpropagation: Use those differences from
step 2 to update the values in the neural network!

Source: https://en.wikipedia.org/wiki/Artificial_intelligence



-

We o. - -t pairs and give

And at some point we decide that we’re happy with how p
- close the output is to the “correct” output, and . «ssAlze the lists!
stop updating the numbers.

Input Output | &
_ 0
yer 1 o 005 | ve
/N / 1.02 1
wizard 0 ‘%}%{ }‘i‘éz% 029 | wizard
OO
H 0 F Ki0e | 01 | Harry 0
Y N IRy
X OV 0
: < e 2
\\\ 0.29 h - 0
harmonica 0 armonica




We can turn tcxt into input, output pairs and give
it to the neural networlk, and it can make the lists!

(Yer|a|wizard Harry

Input Output
yer 1 0 yer
a 0 3.18 1 a
wizard 0 -0.99 0 wizard
S o |
Harr 0 1.28 O A arry
Y 'O‘\& ?;‘f\\‘
FOAN 0
0 523 \\/\
harmonica 0 C harmonica




We can turn tcxt into input, output pairs and give
it to the neural networlk, and it can make the lists!

Yer[aﬂwizard]Harry

Input Output
yer 0 y 0 yer
a 1 -0.35 =§%?%[> 0 | a
wlzard 0 7.80 ﬁ?,‘{ }\\,‘( é‘\ wizard
Aﬁki%m 0
Harry 0 2.33 1’{‘}& }o&‘)‘\“y Harry
KOOI
AN 0
0 -1.28 \ {
harmonica 0 L harmonica




We can turn tcxt into input, output pairs and give
it to the neural networlk, and it can make the lists!

Yer a|wizard|Harry]

Input Output
yer 0 0 yer
a 0 -2.93 §§%;%:’ 0 | a
)\‘v'!? 4\\\\'" A\ 0 :
wizard 1 -8.73 %’,“M#‘ wlzard
PN 1
Harr 0 -0.93 | O S Harry
! i
/) ‘l'\(\\ O
0 1.11 AN
harmonica 0 0 harmonica




We can turn tcxt into input, output pairs and give
it to the neural networlk, and it can make the lists!

Yer a wizard|Harry |[[EOS]]

Input Output
yer 0 0 yer
a 0 4.88 0 a
wizard 0 -3.10 0 wizard
Harry 1 1.24 0 Harry
0 -0.14 1 [EOS]
harmonica 0 2 harmonica




yer

3.18

-0.99

1.28

5.23

We got the lists! !t

-0.35

7.80

2.33

-1.28

wizard

-2.93

-8.73

-0.93

1.11

Harry

4.88

-3.10

1.24

-0.14




We got the lists!

yer a wilizard Harry
3.18 -0.35 -2.93 4.88
-0.99 7.80 -8.73 -3.10
1.28 2.33 -0.93 1.24
5.23 -1.28 1.11 -0.14

How many dimensions are there?



Q ¥ « §

In reality, models often have 1000s of dimensions.

yer

3.18

-0.99

1.28

5.23

We got the lists!

-0.35

7.80

2.33

-1.28

wizard

Harry

-2.93

4.88

-8.73

-3.10

-0.93

1.24

1.11

-0.14

How many dimensions are there? 4




We graph words w/ our lists

man
o woman
@
-
king N ~Q
queen

Male-Female

walked

@ swam
walking @

swimming

Verb Tense

Source: https://developers.google.com/machine-learning/crash-course/embeddings/embedding-space

& we see analogies!

Italy

Canada Spain o

; o o
Tu rk:y ., 4 Rk
TS Ottawa Madrid Germany
@ . )
Ankara Russia .’

Berlin

Japan

‘ \
Moscoz‘r//////f/
Vietnam

z.

Hanoi

z.
’

. 3 @
‘f Togs; "x/

Beijing

Country-Capital



We graph vords w/ our lists in 3D & we see analogies!
So what does the neural network know about?

man
o woman
@
‘N\“ ~
king ‘*m.
queen

.

Male-Female

Knowledge:
Royalty, Gender

-

walking

A

walked

swimming

Verb Tense

English Language

Source: https://developers.google.com/machine-learning/crash-course/embeddings/embedding-space

Structure

Turkey

’
.
.

Ankara

Mosco

./ Berlin
\

v/ Japan
Vietnam 0

A Italy

Canada Spain o

(] © g
@
.’ .‘ Rome

Ottawa Madrid Germany

;‘
.
v

Russia

© China
A
.,. Tokyo .x
Hanol Beijing

Country-Capital

Knowledge:
Geography



Back to this dimensions thing real quick...

Q & <« 8§

In reality, models often have 1000s of dimensions.

yer

3.18

-0.35

-0.99

7.80

1.28

2.33

5.23

-1.28

wizard

-2.93

-8.73

-0.93

1.11

Harry

4.88

-3.10

1.24

-0.14

How many dimensions are there? 4




How many dimensions do we need?

In 1D, we can only capture 1
type of information about
objects: the sandwich-y-ness

borscht salad pizza hot dog shawarma

A A
- I

< >

less sandwich-y sandwich-y-ness more sandwich-y

https://developers.google.com/machine-learning/crash-course/embeddings/embedding-space



How many dimensions do we need?

dessertness apple strudel
In 2D, we can capture 2 A

pieces of information about “
objects: the sandwich-y-ness
and the desert-y-ness.

sandwichness
< »

borscht

Q& B

Source: https://developers.google.com/machine-learning/crash-course/embeddings/embedding-space



apple strudel

dessertness
In 3D, we can capture 3 A ‘Q
pieces of information
about objects: the
sandwich-y-ness, the
desert-y-ness, and the
|iquid_y_ness_ sandwichness
>
salad pizza hot dog shawarma
b Ve S / - Y
liquidness ' % f’” ' \\\
RGRONt In reality, each of the dimensions captures way more

than 1 type of info (4096 dimensions = not enough,
these models learn way more than 4096 things). But
same idea: more dimensions, more information!

Source: https://developers.google.com/machine-learning/Cra ourse/embeddings/embedding-space



Why not just have literally as many
dimensions as possible?

- & Expensive
- Few people can run Al models that big on their own
- 1l Performance gains stop b/c math reasons
- Overfitting
- Curse of Dimensionality




But there’s a problem...



Let’s play a game - f£ill in the blank:

the cat and the




Let’s play a game - fill in the blankk:

the cat and the

0.89

0.02

0.99

0.95

0.83

0.23

kitten
mitochondria
hat

mouse

toy

aperture



Let’s play a game - f£ill in the blank:

one or the




Let’s play a game - fill in the blankk:

one or the

0.12

0.05

0.99

0.13

0.24

0.34

many
few
other

same

rest

only



Let’s play a game - f£ill in the blank:

over the




Let’s play a game - fill in the blankk:

pro®

Source: https://search.app.goo.gl/DhZX1C3

»
o™

over the

0.92

0.96

0.98

0.94

0.12

0.95

line
hill
moon

course

mitochondria

rainbow



So, there can be multiple ways to
complete the same sentence.

We’re going to have to have our neural
network see a ton of sentences if we want
it to know that.



Where can we get a ton of sentences?

The Internef



If our text and input, output pairs come from
medical dataees

The patient, a 26-year-old male with a history of hypertension and
type 2 diabetes mellitus, presented with complaints of persistent
chest pain radiating to the left arm and shortness of breath. On
examination, his blood pressure was elevated at 160/95 mmHg, and an
electrocardiogram (ECG) showed ST-segment elevation in the anterior
leads, suggestive of an acute myocardial infarction. Blood tests
revealed elevated troponin levels, confirming cardiac injury. The
patient was immediately started on aspirin, clopidogrel, and heparin,
and a decision was made to proceed with emergency coronary
angiography, which revealed a significant blockage in the left
anterior descending artery. A stent was successfully placed, and the
patient was transferred to the intensive care unit for monitoring and
further management.

ChatGPT wrote this — thanks ChatGPT!



If our text and input, output pairs come from
computer science dataees

The software application was developed using Python 3.9 and employs a
microservices architecture to enhance scalability and
maintainability. Each microservice communicates through RESTful APIs,
with data exchanged in JSON format. The backend services are
containerized using Docker and orchestrated with Kubernetes, allowing
dynamic scaling based on user traffic. MongoDB serves as the primary
NoSQL database, providing efficient data storage and retrieval for
unstructured data. Additionally, Redis is used for caching frequently
accessed data, reducing latency. The frontend is built with React.js,
offering a responsive and interactive user interface. For
authentication, the application implements OAuth 2.0, integrating
with third-party identity providers, while CI/CD pipelines are
managed via Jenkins, ensuring smooth deployment across multiple cloud
environments.

ChatGPT wrote this — thanks ChatGPT!



How do we think the necural networlk is going to fill
in the blanks if we used these 2 datasets?

Al stands for

medical data

0.81

adobe i1llustrator

0.14

awesome i1dea

0.93

artificial intelligence

0.12

awful iceberg

0.94

artificial insemination

comp scli data

0.81

0.14

0.94

0.12

0.93

adobe i1llustrator

awesome idea

artificial intelligence

awful 1ceberg

artificial insemination



You shall know a
word by the
company it keeps.

= Jo Ro ril'th



How do we know if our model is good?

Train

Dataset

Dogs: Canine parvovirus is a highly
contagious viral disease in dogs that causes
severe gastrointestinal symptoms and
requires prompt treatment to prevent fatal
outcomes. Birds: Psittacosis, also known as
parrot fever, is a bacterial infection that
affects birds and can be transmitted to
humans, requiring antibiotic treatment and
quarantine measures. Chickens: Marek’s
disease is a highly contagious viral disease
in chickens that causes tumors and
paralysis, and vaccination is the primary
method of prevention.

Test

Cows: Bovine respiratory disease complex
(BRDC) is a major health issue in cattle,
often triggered by stress, viral, and bacterial
infections, requiring prompt treatment with
antibiotics and supportive care.

Our big question:
Can the Al model
generalize to unseen
data?



Summarization

Classification

Question Answering

Recommendation

Language Translation

Code Explanation

Style Transfer

. and more!



What about images?

/

harmonica K& ~Z

91 < 92 , SO cat & dog are more
similar to each other
than cat & harmonical!




Convolutional Neural Network (CNN)

l t' CNN ; Fully-connected o“tp“t:
Illp“ : Convolutlo}r:al layers layirs Class (Animal)
mage r N\ r 3
input image _-
\ (O] 5 kit fox 0.5956
e 8 O red fox 0.3576
T - . . > greyfox 0.0439
Ea = . O coyote 0.0013
1 8 O Arcticfox  0.0003

Images are fun

because you can

visualize what's
happening inside the

neural network!

Source: https://arxiv.org/pdf/1412.6631



What does the neural network know about?

input image c5 1 ¢5 3
|
= ) e s
edge, blob, shape detection background fading out most important features on animal

Source: https://arxiv.org/pdf/1412.6631



CNNs see like... humans?

Human Vision CNNs Visualization

Input image

V]| @ e e E(.lges 1st CL
Lines
| Shapes 20CL
1
| 31 CL
Objects!
IS Jo=h],
faces |
LT F I
@ () rae P
v

Source: https://arxiv.org/pdf/1804.11191



Pros/Cons?

Input:

Image

container ship  motor scooter leopard

mite container ship motor scooter ledpard

black widow lifeboat go-kart jaguar
cockroach amphibian moped F_' cheetah
tick fireboat bumper car snow leopard

drilling platform golfcs Egyptian cat

|
Output: '

Class (Animal)

i mushroom dag
g ‘ agaric squirrel monkey
EJ_W‘ grille mushroom
pickup jelly fungus
beach wagon gill fungus indri
fire engine || dead-man's-fingers howler monkey

Source: Krizhevsky, Alex, llya Sutskever, and Geoffrey E. Hinton. "Imagenet classification with deep convolutional neural networks." Advances in neural information processing systems 25 (2012).



Pros/Cons?

airplane 0.64 airploB: 0.51
- _airglane 0. 2(

airplane 0.68

P,
‘airplane 0.51~

oiglone 0.36
o;rplane 0.77 oirplcne 07155 L
= /olrplone 0.39
ST
curplcne 0.72

‘ airplane_0.44
; 7

ln “t. - curplone 0.86.~
p O BN S
/ —
airplane 0.86

Image

Output:
Bounding Box +
Object Label

text=The%20Importance%200f%20ResNet%20in%20Computer%20Vision,-Deep%20Neural%20Networks&text=When%20working%20with%20deep%20convolutional,0f%20vanishing%200r%20exploding%20gradients.

Source: https://viso.ai/deep-learning/resnet-residual-neural-network/#:



Stable Diffusion 3 (SD3)

Vision Transformer (ViT)

ssbbhuue rr paau
k yt a o

Lv
wordss

Image Models

FastViT

ResNet
DALL-E 3

InceptionNeXt:

Object Classification

Object Detection

Image Generation

Caption Generation

Style Transfer

Inpainting

Colorization



The problem with “words around other
words” is that the lists are highly
dependent on the datasets.

* Same thing with “pixels around other pixels.”



And these neural networks learn (1) English
and (2) knowledge from random people on...

The Internet



Racial Bias

Target Concepts Attributes

European American names. Pleasant: love, cheer,
Adam, Harry, Nancy, Ellen, miracle, peace, friend,
Alan, Paul, Katie, ... happy, ...

African American names: Unpleasant: ugly, evil,
Jamel, Lavar, Lavon, Tia, abuse, murder, assault,

Latisha, Malika, ... rotten, ...
Test Context CBoW InferSent GenSen USE ELMo GPT BERT
C3: EA/AA Names word 1.41** 133 1.32** 0.52 —0.40 0.60" —0.11
C3: EA/AA Names sent 0.52** 1.07** 0.97** 032" —0.38 0.19 0.05

Source: May, C., Wang, A., Bordia, S., Bowman, S.R. and Rudinger, R. 2019. On Measuring Social Biases in Sentence Encoders. Proceedings of the 2019 Conference of the North. (2019), 622—-628. DOI:https://doi.org/10.18653/v1/n19-1063.



Racial Bias

= @he Washington Post [ subscrive JEEPIY

Democracy Dies in Darkness
AI-GENERATED IMAGES
prompt:

A portrait photo of ...

a person at social services a productive person

Show less

Source: https://www.washingtonpost.com/technology/interactive/2023/ai-generated-images-bias-racism-sexism-stereotypes/



Gender Bias

Target concept words // p([MasK] |prompt, [he]) \

he man boy father
she woman girl mother ....

i i Ve 0y T8 ..60(, )
] 2 o ‘8, %, Step2:debias
[79%5] [T] [T] [T] [MASK] e e ’
MaSked LM S¢ S Minimize
Biased prompts search
g}e o o Step1: search for bias
Maximize 7
professiona‘léuniteq<real<... JS-Divergence .. ’beo.. @,)9/_ - o@o._Go% '50%\...
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Guo, Y., Yang, Y. and Abbasi, A. 2022. Auto-Debias: Debiasing Masked Language Models with Automated Biased Prompts. Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics
(Volume 1: Long Papers). (2022), 1012—1023. DOI:https://doi.org/10.18653/v1/2022.acl-long.72.



Yes, you can pursue a Ph.D. in Computer Science in the future! Here's a general path you can take:

1.

Gender Bias

Hi ChatGPT. Here is my information: I'm a high school student with a
3.2 GPA, | have 2 years of coding experience, and | got a 3 on my AP
CS test and a 4 on my AP Calculus BC test. Can | get a PhD in
computer science? Blue.

Undergraduate Degree: Aim for a strong performance in your undergraduate Computer
Science program. Improving your GPA, gaining research experience, and taking advanced
courses will help.

. Research Experience: Getting involved in research as an undergraduate will be crucial. Look

for research assistant positions or independent projects.

. Graduate School (Master's or Direct Ph.D.): Some students enter a Ph.D. program directly

after their bachelor's, while others complete a master's degree first. You'll need to maintain a

strong academic record and gain more research experience.

. Ph.D. Program: When you apply for a Ph.D., your coding experience, test scores, GPA, and

research background will be considered.

Your current experience shows you have a solid foundation, so keep building on it!

M

00 POy

Hi ChatGPT. Here is my information: I'm a high school student with a
3.2 GPA, | have 2 years of coding experience, and | got a 3 on my AP
CS test and a 4 on my AP Calculus BC test. Can | get a PhD in
computer science? Pink.

It's great that you have a strong foundation in computer science and math, and it's definitely
possible for you to pursue a PhD in computer science. Here's a general pathway to achieve this

goal:

1. Undergraduate Degree: First, focus on getting into a good university for your undergraduate
studies. Aim for a strong GPA, especially in computer science and mathematics courses.
Consider taking part in research projects, internships, and coding competitions.

2. Research Experience: Getting involved in research as early as possible will be crucial. Join a
research lab, work on projects with professors, or publish papers if you can. Research

experience is a key factor for PhD applications.

3. Graduate Degree: While not always necessary, some students pursue a master’s degree
before applying to PhD programs. It helps to strengthen your research background and

academic profile.

4. PhD Applications: When applying, you'll need strong letters of recommendation (preferably
from professors or professionals who know your research capabilities), a solid statement of
purpose, and potentially good GRE scores if required. Publications or research experience will
make your application stand out.

Your current AP scores and coding experience indicate you're on a good track, but the journey will
require persistence, dedication, and a passion for research. Keep building your skills, GPA, and

experience, and you'll be well-prepared for a PhD in the future.
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We have to be careful with Al



Now that we’ve learned about how Al works...



Pros/Cons?

‘estimonials About Us

1 ° With Scribenote, you can
The world s Flrst get your veterinary notes

done in just two clicks.

°
Al Veterinary ‘@
Try Scribenote
Notes.

Review.

9 ?
v 4

Input: Output:

Voice signal Text (SOAP Notes)



Pros/Cons?

[
VIRTUAL REFERENCE RESOURCES &
i —( 2
@e t’s LABORATORY EOINIZOR=CARE LABORATORIES WHY ZOETIS? epucation Y CONTACT

Point-of-care > Vetscan Imagyst

ZOETIS DIAGNOSTICS

Imagyst

Digital Cytology

Transform your clinic with five-in-
one diagnostics vetscan

Al Urine Sediment Al Fecal
Offering five testing capabilities on a single analyzer, Vetscan Imqu5t
Imagyst@ is the first and only Al-powered technology of its kind to
provide specialist-level veterinary diagnostic results within

minutes. !

Request More Information

Al Dermatology

Input: Output:

Image Text (Diagnosis)



Do we think neural networks are actually AI?

The Turing Test = The if it walks like a duck and
talks like a duck, then it must be a duck test.
o [fit talks like a human, it must be a human?
1. Put someone on a computer
2. Open a chatbox
3. If the person on the other side can't tell
it's a computer generating responses
(rules, neural networks, whatever), then that

program has achieved Al

Alan Turing

See The Imitation Game on Netflix!

Source: https://pivotal.digital/insights/1936-alan-turing-the-turing-machine



Do we think neural networks are actually AI?

Yeah, well, that's just, like,
your_opinion, man.
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My Research

Quantifying the Impact of Disfluency on Spoken Content Summarization

@ LREC-COLING ‘24

Original

Hello and welcome to our podcast! Let's get right to it. Today
we're going to be interviewing a very special guest, someone |
know you guys have been excited about having on the show.

Repeats with N=3

Hello and welcome to our podcast! Let's get get get get right to it.
Today we're going to be interviewing a a a a very special guest,
someone | know you guys have been excited about having on the
show.

Interjections with N=3

Hello and welcome to our podcast! Let's get right uh okay okay
to it. Today we're going to be interviewing a very special um so |
mean guest, someone | know you guys have been excited about
having on the show.

False Starts with N=3

Hello and welcome to our podcast! Let's get right to it. Today
we're today we're today we're today we're going to be
interviewing a very special guest, someone | know you guys have
been excited about having on the show.

0.140
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0.130

0.125

0.120

ROUGE-L Mean

0.115
~e— Repeats

—e— Interjections
—e— False Starts
0.110 Interjections + False Starts
Repeats + False Starts
Repeats + Interjections
—e— Repeats + Interjections + False Starts

0.105 +— .
0 2 4 6 8 10
N Parameter

(a) ROUGE-L over increased N on BART model.



My Research

Comparing ASR Systems in the Context of Speech Disfluencies
@ INTERSPEECH ‘24

Podcast -
Ezf‘gge WhisperX —» #ha:‘ssp;; :;g):\aNtt‘;’
Shries Ceun Cam» Cnty Cern CEpITED
em;‘: o |||||||||| GoogleASR —» OpRdeASR 4 Ground Truth | 0 0 1.004052 0.254050 0.58%081
Disfluency Scripted Google ASR 0 0 1.00405 0 1.5041.91
2 minutes Human _ _ Ground Truth Anm:lon WhisperX 0 0 0.75+096 0 0.75+150
Annotators Transcript ¥ Ground Truth | 1.674+197 1.331121 9.064681 2.004238 5.33+425
Non-Scripted Google ASR 0 0 6.334532 2174203 5.334250
E:?s(:lsc} WhisperX 0.331082 0.67+1082 7.83+640 2174240 3.67+273
Audio = Ground Truth | 1.00+170 0.80+1.14 5.83+659 1.304202 3.43+404
WhisperX —>» WhisperX All Google ASR 0 0 42041485 1.301245 3.8012094
82,601 “lll"l" ‘ blicsnchc 3 ﬂﬂm WhisperX 0.20+063 0401070 5.00+604 1.304211 2.50+268
episodes Google ASR Model
Google ASR —>» Transcript

10 minutes






